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Abstract 
 
In this project we explore and develop a new damage detection and identification approach 
suitable for elastic structure which is built upon piezoelectric active interrogation and intelligent 
data analytics. Taking advantage of their two-way electro-mechanical coupling, we integrate 
piezoelectric transducers to the host structure to conduct simultaneous actuation and sensing. As 
piezoelectric transducers feature high bandwidth, they are capable of actuating and sensing the 
structure in high-frequency (kHz) range, leading to high sensitivity toward small-sized damage. 
Novel sensor designs have been accomplished to effectively extract the impedance information of 
the underlying structure, the change of which provides the input information for the subsequent 
damage identification analysis. A series of highly accurate and robust damage identification 
algorithms built upon multi-objective optimization and Bayesian inference is then formulated to 
identify the location and severity of damage. During the investigation, new energy harvesting 
scheme that can enhance the electro-mechanical coupling of the transducer is synthesized, which 
can lead to enlarged actuation/sensing range. Comprehensive experimental investigations are 
conducted to validate the sensor prototype design as well as the algorithmic advancements. 
Throughout the research, industrial insights are adopted to improve the system performance. 
This research leads to a new structural fault identification methodology that has potential to be 
applied to large scale infrastructure, including but not limited no railway tracks.  
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Chapter 1: Introduction and Background 
 

1.1 Project Motivation 
Infrastructure components are often of large scale, such as railway tracks and bridge components. 
The safe operation of these components hinges upon their structural integrity.  A variety of 
material/structural defects, typically with very small size and signature, could occur.  Traditionally, 
to detect and identify these defects, labor intensive inspections and maintenances were required.  
Moreover, as defects usually progress over time, constant inspections are necessary. As such, 
traditional labor intensive inspection and maintenance schemes are extremely costly, yet 
ineffective and inefficient in dealing with the new situations/threats to safeguard the infrastructure. 
There is urgent need to develop novel sensing mechanisms and new sensors to facilitate 
autonomous and robust fault identification and prognosis. In recent years, the advent of smart 
transducers such as piezoelectric transducers has led to transformative advancement in the realm 
of structural health monitoring. Indeed, piezoelectric transducers feature two-way electro-
mechanical coupling. They can be used as actuators when subject to voltage excitation, and can 
also be used as sensors when deformed. This gives rises to the idea of active interrogation. That 
is, we embed a piezoelectric transducer with the host structure and apply voltage excitation to 
induce structural vibration. If the host structure has damage, the vibratory response which is sensed 
by the same piezoelectric transducer will exhibit change. The change of structural responses can 
be used as input for inverse analysis to identify the location and severity of structural damage. The 
piezoelectric transducers can function in high-frequency range with small characteristic 
wavelength. Thus they are capable of reflecting the effect of small-sized damage. Meanwhile, the 
recent progress in computing power has triggered a variety of intelligent data analytics methods 
which can be potentially extended to structural damage identification based on the aforementioned 
active interrogation. Obviously, the combination of new transducer development and the 
dramatically improved computational capability is highly promising for infrastructure diagnosis 
and prognosis. Fundamentally, this may lead to autonomous and highly accurate structural damage 
identification which can solve the current challenge of labor intensive inspection and maintenance. 
 

1.2 Research, Objectives, and Tasks 
The overarching goal of this project is to develop a completely new, autonomous damage 
identification sensory system that can accurately and robustly identify structural damage in large-
scale infrastructure components. We aim at taking advantage of the latest progresses in smart 
transducers and computing power, and leverage upon mechatronic synthesis and computational 
intelligence. Our specific objectives are 

a. Explore new active sensing mechanisms and formulate analysis and design methodologies; 
b. Develop new physics‐informed inference algorithms to realize highly accurate fault diagnosis and 
prognosis. 

 
To accomplish these objectives, research activities along two thrust areas are executed, sensor 
design and synthesis with energy harvesting capacity, and damage identification algorithmic 
investigation. Four tasks are conducted: 

Task 1: Sensing mechanism development   
Task 2: Sensor-node energy harvesting   
Task 3: Sensor networking strategy   
Task 4: Highly accurate and robust decision making   
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1.3 Report Overview 
In the subsequent chapters, we present the research methodology and results obtained throughout 
this research. 
 
Chapter 2 outlines the materials involved in this research. The sensor design and analyses are based 
upon correlated finite element modeling and experimental investigation. Damage identification is 
conducted through multi-objective optimization approach. The experimental testbeds are 
summarized. 
 
Chapter 3 presents in detail the research tasks as well as the key data/results. The finite element 
modeling of sensor-structure interaction is developed. At sensor node level, piezoelectric energy 
harvesting is established, followed by design improvement featuring enhanced electromechanical 
coupling through the synthesis of self-powering negative capacitance. Sensor networking and 
structural damage identification are then presented with details of the latest advancement of multi-
objective optimization based inverse analysis. All the results are validated experimentally. 
 
Chapter 4 summarizes the workforce training aspect of the project as well as knowledge 
dissemination. 
 
Chapter 5 provides the overall conclusion as well as recommendation for future work   
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Chapter 2: Methodology 
 

2.1 Materials 
In terms of physical materials, this project involves piezoelectric transducers used as actuators and 
sensors concurrently, circuitry elements including op-amps that are connected with the 
piezoelectric transducers to facilitate actuation and sensing to enable active interrogation, host 
structures made of aluminum beams and plates, as well as power supply data acquisition 
equipment.  
 
In terms of reporting materials, in this final report we provide details of  

a) sensor design configuration;  
b) finite element analysis procedure of sensor-structure interaction;  
c) circuitry design for self-powering energy harvesting and analysis; and  
d) structural damage identification algorithms based on multi-objective optimization 

methodology and case studies. 
 

2.2 Test Setup & Process 
A number of testings are conducted throughout this project. Figure 1 shows the sensor design, in 
which a piezoelectric transducer is attached to a host structure to facilitate active interrogation. A 
small resistor is connected in serial with the transducer to acquire the current measurement which 
will then yield impedance/admittance measurement for structural damage identification. 
Correlated experimental investigations and finite element analyses are performed to elucidate the 
sensing mechanism and performance. 
 
 
 
 
 
 
 
 
 
Figure 1 Host structure integrated with piezoelectric transducer and measurement circuitry with 
small resistor. The piezoelectric transducer is actuated with power supply and the circuitry 
dynamics is measured. As the transducer is electromechanically coupled with the host structure, 
the structural defect is reflected in the impedance/admittance information measured. 
 
Figure 2 illustrates the combination of energy harvesting and negative capacitance to enable high 
electromechanical coupling with self-powering capacity. In this testing, the focus is on the 
development of piezoelectric energy harvesting that can lead to sensor autonomy with higher 
signal-to-noise ratio. The setup includes scanning laser vibrometer and auxiliary measurement 
devices to allow the in-depth analysis of circuitry dynamics. 
 
Figure 3 showcases the structural damage identification testing. Aluminum beams and plates are 
employed as the host structures to develop and examine the damage identification algorithms 
developed. It is concluded that the proposed sensing mechanism and the new multi-objective 
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optimization based algorithms can identify the location and severity of faulty conditions accurately 
and robustly. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 Experimental investigation of enhancing piezoelectric electromechanical coupling with 
self-powered negative capacitance. The negative capacitance can effectively increase the 
electromechanical coupling thereby enhancing the signal-to-noise ratio of active interrogation. A 
negative capacitance element requires power supply. We demonstrate that the piezoelectric 
transducer’s energy harvesting capacity can ensure the self-sustainability of negative capacitance 
element, leading to an autonomous design. 

 

 
 
Figure 3 Illustration of structural damage identification using piezoelectric active interrogation. 
The sensor node collects the impedance/admittance information that carries the damage signature. 
A series of multi-objective optimization algorithms are developed to identify the location and 
severity of damage occurrence.  
 
The details of the analyses and testings are reported in Chapter 3. 
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Chapter 3: Results and Discussion 
 

3.1 Sensor design, analysis, and energy harvesting for enhanced electromechanical 
coupling 
While both piezoelectric impedance and admittance can be used as information carrier for damage 
identification, here we use the piezoelectric admittance, i.e., the reciprocal of the electric 
impedance, as the response of interest. Consider Figure 1. The equations of motion of the host 
structure integrated with piezoelectric transducer can be derived as [1]  

Q   12Mq Cq Kq K 0                                                            (1a) 

12
T

c inRQ K Q V  K q                                                                 (1b) 

where q is the displacement vector, ck is the inverse of the capacitance of the piezoelectric 
transducer; 12K is the electromechanical coupling vector, K, C, M are the stiffness, damping and 
mass matrices, respectively, and Q is the electrical change on the surface of piezoelectric patch. In 
this research, we define damage as percentage change of stiffness in the segment. The stiffness 

matrix with damage occurrence in structure, dK , can be then expressed as  
1

1
n

i
d h i

i




 K K . 

i
hK  is the stiffness matrix of ith segment under the healthy state.  0,1i   is the damage index 

indicating the stiffness loss of the ith segment, which is the unknow to be identified. n is the total 
number of segments.  Thus, the piezoelectric admittance when damage occurs can be written as 

   2
12 12

c
d T

in c d

Q j
y

V j R k j


  

 
   K K C M K


                             (2) 

where j refers to the imaginary unit. Under the assumption of linear relationship between 
admittance variation, we can use Taylor series expansion to expand the admittance in terms of the 
damage index, in which the higher terms are ignored here since small damage is assumed. The 
vector of admittance change can be obtained at the set of excitation frequencies, 

 1 2, , , m   ω , in matrix form as [2,3] 

1

1 1

( )

( )

c
m m n n

m

Y

y

Y




  

 
    
  

S α                                             (3) 

where S is the sensitivity matrix. Similarly, we denote      1 , ,
Tp p p

my y y    ω  as the 

piezoelectric admittance measurements. 

Throughout this research, comprehensive numerical analyses are conducted based upon finite 
element discretization. The numerical results are then correlated to experimental results through 
model updating which is built upon matching the dynamic characteristics including resonant 
frequencies, damping ratio and resistance, as well as boundary conditions. Shown in Figure 4 is 
one representative case, in which the admittance responses around certain structural resonances 
are simulated successfully and match perfectly with experimental results upon model updating. 
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Figure 4 Finite element based piezoelectric admittance response simulation before and after 
damage occurrence. Structural damage causes noticeable change of the admittance responses. 

The physics-based finite element analysis provides guidance for transducer sizing and location 
analysis, and lays down a foundation of the subsequent inverse analysis reported in the next 
subsection. 

A very important aspect of this project is the sensor autonomy which requires high signal-to-noise 
ratio and minimized power supply. One reason we choose to utilize piezoelectric transducer for 
active interrogation is that it can be concurrently used to harvest ambient vibratory energy, i.e., 
converting mechanical vibration into electrical charge to be collected in a rechargeable battery. 
Therefore, at the sensor node level, we explore the integration of negative capacitance to enhance 
electromechanical coupling with self-powering energy harvesting.  

Here we consider a unimorph piezoelectric transducer with RL shunt. As shown in Figure 5, the 
host structure is a cantilever beam. The piezoelectric transducer is equivalent to a voltage source 
in series with an inherent capacitance. When an inductor and a resistor are added into the 
piezoelectric shunt, a LC piezoelectric resonant shunt is formed. The circuitry diagram is 
illustrated in Figure 5 as well, combing the LC resonant circuit with the negative capacitance which 
is realized through the usage of op-amp [4,5]. 
 
 

 
 
 
 
 
 
 
Figure 5 Piezoelectric circuit with negative capacitance. 
 
Based upon the simplified model, the system equations can be written as [6] 

൜
𝑚𝑞ሷ ൅ 𝑐𝑞ሶ ൅ 𝑘𝑞 ൅ 𝑘ଵ𝑄 ൌ 𝐹௠

𝐿𝑄ሷ ൅ 𝑅𝑄ሶ ൅ 𝑘෠ଶ𝑄 ൅ 𝑘ଵ𝑞 ൌ 0
                                              (4) 

where 𝑞 and 𝑄 are displacement and charge variables. 𝑚, 𝑘, and 𝑐 are system equivalent mass, 
stiffness, and damping coefficients. 𝑘ଵ represents the electro-mechanical coupling coefficient. 𝐹௠ 

Frequency (Hz) 

A
dm

itt
an

ce
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A
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nc
e 
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is the external excitation force. 𝐿 and 𝑅 are the inductance and resistance values. 𝑘෠ଶ coefficient is 
related to both the inherent capacitance of the piezoelectric transducer 𝐶௣ and the introduced 
negative capacitance value 𝐶௡, i.e., 𝑘෠ଶ ൌ 1 𝐶௣⁄ െ 1 𝐶௡⁄ . 
 
In this research, without loss of generality the resistance and inductance are selected to be the 
optimal values for the optimal vibration suppression performance to ensure the reliable operation 
of the sensor, which are [7] 

𝐿opt ൌ ௠௞෠ మ

௞
, 𝑅opt ൌ ௞భඥଶ௠௞෠ మ

௞
                                            (5) 

Under harmonic excitation, the transfer functions of displacement and charge in frequency-domain 
can be obtained as 

൞

௤ത

ிത೘
ൌ ିఠమ௅ା௜ఠோା௞෠ మ

൫ିఠమ௅ା௜ఠோା௞෠ మ൯ሺିఠమ௠ା௜ఠ௖ା௞ሻି௞భ
మ

ொത

ிത೘
ൌ ି௜ఠ௞భ

൫ିఠమ௅ା௜ఠோା௞෠ మ൯ሺିఠమ௠ା௜ఠ௖ା௞ሻି௞భ
మ

                     (6a, b) 

Hereafter the overbar indicates the magnitude of the corresponding variable.  
 
The negative capacitance circuit employs an op-amp which requires power. In this research we 
propose to use the same piezoelectric transducer for energy harvesting purpose. While the specific 
energy harvesting realization can adopt a variety of existing schemes, here we focus on the 
feasibility of self-sustainable negative capacitance, and investigate the power available in the shunt 
circuit. Such power can be utilized to charge a rechargeable battery in the system. When the power 
harvested is greater than the power consumed by the op-amp employed in the negative capacitance 
circuit, the negative capacitance becomes self-sustainable. In energy harvesting research, 
commonly a resistor load is employed to quantify the energy harvesting capability. In order to 
ensure the optimal vibration control performance, the resistor load in this research is set as the 
optimal resistance shown in Equation (5). The transfer function of the available power from the 
resistor element in the shunt versus the base excitation can be expressed as [8]                                                    

௉തೞ

ிത೘
మ ൌ ఠమ௞భ

యඥଶ௠௞෠ మ

௞ൣ൫ିఠమ௅ା௜ఠோା௞෠ మ൯ሺିఠమ௠ା௜ఠ௖ା௞ሻି௞భ
మ൧

మ                                  (7) 

According to Figure 5, the negative capacitance value can be expressed as 

െ𝐶௡ ൌ െ𝑟𝐶௥ ൌ െ ோమ

ோభ
𝐶௥                                                 (8) 

where 𝐶௥ is the reference capacitance value, and 𝐶௡ is the negative capacitance value. 𝑅ଵ and 𝑅ଶ 
are two resistances to determine the magnification 𝑟. To separate variable 𝑟 from variable 𝐶௡ for 
simplicity, here we set 𝑅ଶ ൌ 𝑅ଵ. Thus 𝑟 ൌ 1 and 𝐶௡ ൌ 𝐶௥. Usually, a relatively large resistance is 
selected for 𝑅ଷ, e.g., 𝑅ଷ ൌ 10𝑀Ω in this research. The power consumption of the op-amp can be 
obtained based upon the output voltage and output current of the op-amp as 

௉തop-amp

ிത೘
మ ൌ ௏ഥout

ிത೘
∙ ூo̅ut

ிത೘
                                                    (9) 

 
The op-amp is assumed to be ideal, i.e., there is no current going through the two input terminals 
of the op-amp and there is no voltage difference between two input terminals of the op-amp. Based 
upon the voltage divider rule and 𝑅ଶ ൌ 𝑅ଵ, the output voltage of op-amp is twice the input voltage 
of op-amp. Similarly, based upon the current division, the output current of the op-amp is the sum 
of the current going through the upper and the lower branch. At the inverting input terminal, with 
the ideal assumption of no current going into the op-amp, the current in the main shunt is the 
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negative value of output current of the upper branch. Combining the equations of output voltage 
and current with that of charge generated in the main shunt, we can derive the power consumption 
of op-amp as 

௉തop-amp

ிത೘
మ ൌ ଶ௞భ

మሺଵା௜ఠோభ஼೙ሻ

ሺோభ஼೙ሻమൣ൫ିఠమ௅ା௜ఠோା௞෠ మ൯ሺିఠమ௠ା௜ఠ௖ା௞ሻି௞భ
మ൧

మ                   (10) 

The net power for self-sustainability can be obtained by calculating the magnitude difference 
between the available power in Equation (7) and the power consumption of op-amp in Equation 
(9). The final magnitude of the net power transfer function can be expressed as 

ቚ௉തnet

ிത೘
మ ቚ ൌ ቚ ௉തೞ

ிത೘
మ ቚ െ ቚ

௉തop-amp

ிത೘
మ ቚ                                                  (11) 

A self-sustainable negative capacitance can be achieved by ensuring positive net power, i.e., 
Equation (11) should be positive. Then the optional negative capacitance range can be obtained 
from solving the following inequality:  

𝐶௡
ସ െ 𝐶௣𝐶௡

ଷ െ
ଶ௞஼೛

௞భ
మ 𝐶௡

ଶ െ
ଶ௠஼೛

௞భ
మோభ

మ ൐ 0                                          (12) 

We can find the critical negative capacitance value from the above equation by setting the net 
power to be zero. Therefore, the self-sustainable vibration suppression enhancement system with 
negative capacitance integration requires the negative capacitance value to be larger than the 
critical negative capacitance value.  
 

Comprehensive investigations on circuitry dynamics and sensor-structure interaction are 
conducted to examine the self-powering negative capacitance and to elucidate the parametric 
influence. The experimental setup is shown in Figure 2. The cantilever beam (6061 Al) bonded 
with a piezoelectric patch (APC 850) is mounted on a shaker (APS 400). A controller (VR9500) 
is utilized to drive the power amplifier (APS 145) for shaker operation. An accelerometer (PCB 
352C04) is glued on the shaker to make sure constant excitation acceleration. The circuitry 
responses are measured using an oscilloscope (Keysight DSOX1204G). The vibration responses 
are measured using a scanning laser vibrometer (Polytec PSV-500). 

 
Figure 6 Net power increase by using larger resistance in negative capacitance circuit. 
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The beneficial effect of increasing resistance 𝑅ଵ of the NC circuit on net power generation can be 
observed in Figure 6. With the same 311 nF NC value, when the resistance 𝑅ଵ is increased, the 
frequency responses of the net power indeed change from completely negative, to partially 
positive, and then to entirely positive within the frequency range of interest. This matches very 
well to the analytical relationship between net power and resistance 𝑅ଵ. With the same negative 
capacitance value, self-sustainability can be enhanced by increasing the resistance 𝑅ଵ of the 
negative capacitance circuit. 
 

 
Figure 7 Net power performance under different negative capacitance values and 𝑅ଵ values. 
 

 
Figure 8 Vibration reduction performance owing to increased electro-mechanical coupling under 
different negative capacitance values and 𝑅ଵ values. 
 
To examine the simultaneous enhancements of both electromechanical coupling and self-
sustainability, a large negative capacitance value (954 nF) with a small NC resistance 𝑅ଵ ൌ 511 Ω 
is selected which corresponds to approximately point 𝐴 in Fig. 5. Another much smaller negative 
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capacitance value (362 nF) with very large resistance 𝑅ଵ ൌ 51kΩ is selected to reflect the 
simultaneous enhancement happened at point 𝐷. The net power results under these two conditions 
are shown in Figure 7. Compared to the large negative capacitance value case (954 nF), the smaller 
negative capacitance value (362 nF) achieves a significant increase in net power magnitude, near 
five times, due to the application of large resistance 𝑅ଵ ൌ 51kΩ.  
 
The performance of electromechanical coupling enhancement and vibration reduction comparison 
between the aforementioned two negative capacitance values, 954 nF and 362 nF, are shown in 
Figure 8. When the negative capacitance value decreases from 954 nF to 362 nF, further vibration 
suppression can be observed around the resonant frequency, which is about 4.08%. The amount of 
enhancement depends on the negative capacitance value. When a very large resistance 𝑅ଵ ൌ 51kΩ 
is employed in the negative capacitance circuit, the critical negative capacitance value decreases 
to as small as 175.76 nF. The negative capacitance value can be selected even smaller than 362 nF 
for greater vibration suppression enhancement, as long as the negative capacitance value is greater 
than 175.76 nF.  

 
The experimental results shown in in Figures 7 and 8 confirm that simultaneous enhancements of 
both vibration suppression and net power can be achieved by employing large resistance 𝑅ଵ in the 
negative capacitance circuit. The negative capacitance can be selected freely within the proposed 
selection range. This is completely new finding, and benefit the sensor node design through 
enhanced electromechanical coupling with increased signal-to-noise ratio and further reduced 
vibration. These will enable the future development of completely wireless sensor nodes with 
autonomy. 
 

3.2 Inverse analysis for structural damage identification 
The effectiveness and robustness of sensing research hinges upon the inverse analysis algorithms 
which utilize the measurement information as input to generate the location and severity 
information as the output. Throughout this research, a series of inverse identification algorithms 
have been created. In this report, we summarize the latest advancement of a multi-objective 
optimization based algorithm to exemplify the progress. 
 
Damage in a structure usually causes the change of admittance curve only around the resonant 
frequencies. As such, limited information can be used for damage identification. This makes 
structural damage identification an underdetermined problem. To solve this problem more 
effectively, we convert it into an optimization problem. By minimizing the difference between the 
experimental response of the structure and the predicted data from the numerical model in the 
parametric space, we can inversely identify the location and severity of the damage. Moreover, as 
damage occurs only in a small region of the structure, the damage indicator vector is generally 
sparse. Therefore, we build another objective function to minimize the number of damaged 
locations. The multi-objective optimization model is expressed as [9] 

2
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find   

min    

min    

s.t.      
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where 
p

 denotes the pl  norm. Here we select 0l  norm of α aiming at dealing with the sparsity of 

the damage index vector.  
 
As a representative approach developed, here we adopt the particle swarm optimization (PSO) [10] 
as to solve the optimization problem presented above. In the case of damage identification, there 
are many elements/segments to be identified, i.e., many unknowns. Besides, the resulting multi-
modal objective function has many local extremes so that the PSO algorithm may get stuck in the 
local minima, thus leading to incorrect identified solutions. To address the challenges, a series of 
local search strategies are proposed to enhance the global searching ability of PSO algorithm in 
this section. Furthermore, Q-table is employed to select the proper strategy for the particle at each 
iteration to prevent the particle from entrapment of local extreme. 

 
Framework of proposed memetic optimizer Particle swarm optimization (PSO) algorithm is a 
stochastic optimization technique based on swarm, which was originally proposed by Eberhard 
and Kennedy. PSO is based on extrinsic behavior of population. In standard PSO the particles are 
manipulated by the following Equations (14) and (15). In PSO algorithms, each solution is like a 
‘bird’, and each bird ‘flies’ around in the multidimensional problem space with an acceleration.  

             1 1 best 2 21i i i i best iv t sv t c r p t x t c r g t x t                      (14) 

     1 1i i ix t x t v t                                            (15) 

The coefficient s is the inertia weight, 1c  is coefficient for cognitive component which indicates 
that each particle learns from its experiences, and 2c  is coefficient for social component from 
which each particle will learn. v is velocity of particle, x is position of particle or solution for the 
optimization problem, 1r  and 2r are random numbers, t is the current iteration, bestp is the personal 
best, and bestg is the global best.  
 
PSO or Multi-objective Particle Swarm Optimization (MOPSO) algorithm often falls into 
entrapment of swarm within local minima of search space [11]. Moreover, it may achieve a 
premature convergence though it has several advantages such as its effectiveness, robustness, 
simplistic implementation. Besides, proper control should be exerted for exploration and 
exploitation. The algorithm may get trapped in the local minima for the functions with multi-modal 
characteristics. This problem will become more severe with the dimensional increase of the 
optimization problem. For example, in damage identification using piezoelectric admittance, large 
number of finite elements and large number of segments are employed to ensure satisfying 
accuracy of the finite element model and the capability of identifying small-sized damage more 
elements in finite element analysis. To tackle these challenges, a series of local search strategies 
are developed. The strategies in this research are Exploration, Convergence, High/Low Jump. 
Exploration and Convergence are two similar updating strategies with different cognitive and 
social coefficients used to achieve a dynamic updating process, in which the search starts with 
exploration and converges at the end of search process. High/Low Jumpy conducts a mutation for 
one of the dimensions of personal best to make the particle take a large/small walk to see if it can 
jump out of current personal best.  
 
The suggested range for inertia weight is  0.4,0.9s [10]. It is noteworthy that s must be high in 

the exploration and low in convergence. For coefficients 1c  and 2c , they control the balance 
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between bestp  and bestg . Therefore, 1c  must be higher than 2c  in exploration and the opposite in the 
convergence [12, 13]. For the ‘Exploration’, we now set coefficients in Equation (14) as s = 0.8, 
c1 = 2.5, c2 = 0.5, as used in literature [14,15]. In the ‘Convergence’ state, the algorithm will 
converge to the global best quickly, therefore, the social part now is given a larger value, so the 
coefficients are 0.4, 0.5, 2.5 respectively for w, c1 and c2. For the High/Low Jump, one of the 
dimensions of the personal best is randomly selected and perturbed using Gaussian distribution. 
The only difference between High and Low Jump is the standard deviation is larger for High Jump. 
Here we use 0.9 for High Jump and 0.1 for Low Jump. The mathematic expression can be denoted 
as [16] 

 i besti norm upper lowerx P R V V                                       (16) 

where normR  is a random number sampled from Gaussian distribution  2,N  � . The mean values 

for both High and Low Jump are zero. 
 
Since the particle cannot execute all local search strategies at one time (iteration), Q-table here is 
combined to help particle select the proper local strategy based on the maximum Q-table value, as 
shown in Figure 1. To elaborate on the memetic optimizer, we summarize the algorithm as the 
following 
Step 1: Initialize all the necessary parameters, such as # of objectives, # of population, # of 
variables (dimension), searching bounds, maximum iterations, etc. 
Step 2: Initialize population using random number within searching space. Initialize Q-table all 
zeros with dimension 4 by 4. Initialize personal best, global best. Initialize local strategy as 
‘Exploration’. 
Step 3: Main loop for MOPSO algorithm until maximum iteration is reached: Executing 
‘Exploration’ and using Non-dominated Sorting algorithm to determine if the updated solution is 
kept or ignored. If the newly generated solution is kept, an immediate reward is given, or a penalty 
will be given. The reward or penalty will be used to update the Q-table value (will be discussed in 
following subsection). Executing other local strategies based on maximum Q-table values until 
maximum iteration is reached. 
Step 4: Updating personal best if newly obtained solution is kept or do nothing. Updating global 
best and Pareto solution repository. 
Step 5: Solution visualization and interpretation.  
 

 
 
 

 
 
 
 
 
 
 
 
Figure 9 Q-table interaction with local strategies 
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Local search strategy selection  Local searching strategies are proposed here to help particles jump 
out of local minima to achieve a global search. However, all the strategies cannot be executed at 
the same time. Thus, Q-table here is selected to achieve the dynamic selection goal. Q-table is 
usually used in Q-learning, in which the learner performs an action causing a state transition in the 
environment it resides and receives a reward or penalty for the action executed to reach a definite 
goal [15,17,18]. Here the particle is regarded as agent and the local strategies are actions.  
 
The current state is set as Exploration because the particle is hoped to explore more searching 
space at the beginning of the algorithm. In the main iteration part, the particle will select the action 
which has the maximum value in the Q-table and execute the action. After executing the current 
action, the agent can get to the new state using observing function  ,o s a which makes a transition 

from current state to another. The transition here is that current action index is the next state index. 
Here a diagram is drawn to show how to switch from current state to next state. As shown in Figure 
10, the agent will select an action based on the maximum table values given the current 1S . For 
example, if Action 3 ( 3a ) has a maximum value and then the next state will be set as 3S , which has 
the same index to the index of current action 3a . This process can be written mathematically as 

   max ,t ta index Q s actions                                             (17) 

 

 
Figure 10 State transition process. 

 
After Action 3 is executed, the rewards obtained currently can be passed into Equation (18) to 
update the entry for the current state and current action. Then the personal best and the global best 
are updated, and the external optimal repository will be updated accordingly. All the steps in the 
main loop will be performed until maximum runs are reached. There are 4 states and their 
corresponding actions. Therefore, we can create a Q-table with size 4 by 4 and initialize all the 
entries as zeros. Usually, the current state is randomly chosen from the state repository. However, 
here we initialize the current state as ‘Exploration’ since we hope the algorithm starts with 
exploring more searching space. Then the best action will be selected and executed based on the 
maximum Q-table value given the current state.  
 
After executing the selected action, an immediate reward or penalty will be obtained. Reward or 
penalty is determined by the solution dominating algorithm. If the new solution dominates the old 
solution, then a positive value 1 is given as a reward, otherwise, a negative reward -1 is given as 
penalty. And then observe the maximum future reward under the next state (next state index is 
same to the current action index, referring to Figure 10) and this reward will be passed into the 
updating function to update the Q-table entry  ,t tQ s a . The updating function is 
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       1 1, 1 , max ,new t t t t t t all
a

Q s a Q s a r Q s a   
                             (18)       

where   is called the learning rate, which is defined as how much the new value vs the old value 
is accepted.   is a discount factor. It is used to balance immediate and future reward. r is the 
value after completing a certain action at a given state. Max is operation to take the maximum of 
the future reward and apply it to the reward for the current state. Finally, the current state will be 
updated as current state  
 
A number of case analyses are conducted to examine the proposed algorithm improvements in 
multi-objective optimization for damage identification. A cantilevered aluminum structure is 
integrated with a single piezoelectric transducer, as shown in Figure 3. The dimension of the beam 
is specified as length 561 mm, width 19.05 mm and thickness 4.763 mm. The density and Young’s 
modulus are 2700 kgm-3 and 68.9 GPa, respectively. The piezoelectric transducer is placed at 180 
mm from the left end, with length 15 mm, width 19.05 mm, and thickness 4.763 mm. The Young’s 
moduli of piezoelectric transducer are Y11 = 86 GPa and Y33 = 73 GPa, and the density is 9500 
kgm-3. The piezoelectric constant and dielectric constant are 9 1

31 1.0288 10 Vmh     and 
8 1

33 1.3832 10 mF   , respectively. 
 

Without loss of generality, admittance changes are acquired around the 14th (1893.58 Hz) and the 
21st (3704.05) natural frequencies. Two frequency ranges are selected from 1891.69Hz to 
1895.47Hz and from 3700.35Hz to 3707.75Hz with 100 sweeping points for each range. Two 
damage cases are considered. The first case is dividing the plate into 225 segments, each 
corresponding to a damage index to be identified, as shown in Figure 11(a) and the damage is 
assumed at segment 75 with 13.2% stiffness reduction. For the second case, the segment is much 
finer, resulting in 1125 segments (Figure 11(b)) and the damage is located at segment 800 with 
9.5% stiffness reduction.  
 

Table 1 Damage identification results 
Case # Solutions Obj-fun 1 Obj-fun 2

Case 1 
1 8.864434e-6 1 
2 8.864416e-6 2 

Case 2 
1 5.623299e-6 2 
2 2.197487e-7 2 

 
The total number of admittance measurement data points are 200 for both cases. We can see that 
the damage identification for both cases are under-determined or the information for damage 
identification is limited. It should be mentioned that damage usually occurs at a small region of 
the structure, thus resulting in a sparse damage index vector. We use the sparse initialization 
algorithm that can generate the sparse population. Then it will be passed into the main optimization 
loop. By solving the optimization model formulated in Section 2 using the proposed algorithms, 
the identified results are obtained for both cases, as plotted in Figures 5 and 6. The figures are 
arranged based on the non-zero identified segments (the second objective function.). The obtained 
solutions for both cases are summarized in Table 1. 
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Figure 11 Segment division a) coarse division (Case 1); and b) fine division (Case 2). 
 

For Case 1, the two optimal solutions obtained accurately pinpoint the true damage location and 
severity. The two solutions manifest the characteristic of underdetermined problem that has 
multiple solutions. Though there is a misidentified damage location in solution 2 at segment 26, 
as plotted in Figure 12, the misidentified damage has a negligible severity that reflects the 
modeling errors in finite element analysis. Besides, we use the Tylor series expansion to obtain 
the linear relationship between damage index and admittance change. Since we do not know the 
information about the damage, both solutions obtained, therefore, can be regarded as possible 
candidates for engineering practice.  

 

 
                                 (a)                                                                         (b) 

 
Figure 12 Damage identification results for Case 1 with 225 segments. 
 
As mentioned, modeling error and linear approximation may lead to misidentified damage 
locations, which is also reflected in the two solutions of Case 2, as shown in Figure 13. Each 
solution has two identified damage locations. One precisely captures the true damage scenario, 
and the other is the misclassified damage location. Within the multi-objective optimization setup, 
multiple solutions can be obtained for underdetermined problem and there is always one solution 
that captures the true damage scenario.  In this case, both solutions can be regarded as possible 
candidate in practical problems. 
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In this research, case studies demonstrate the global searching ability of proposed memetic 
optimizer, which performs well in damage identification problems with underdetermined 
characteristics.   
 

 
                                (a)                                                                        (b) 
Figure 13 Damage identification results for Case 2 with 1125 segments. 
 
A memetic optimizer based on MOPSO algorithm is presented for damage identification using 
electromechanical admittance measurements. The inverse damage identification process is 
converted into an optimization problem. Given that the algorithm solving optimization model 
usually falls into the local extremes and get a premature convergence, a series of local search 
strategies are proposed aiming at enhancing the global searching ability when dealing with multi-
modal objective function. The Q-table is utilized here to help the particle to select the proper local 
search based on maximum Q-table values. Case demonstrations verify the validity of the 
algorithm. 
 
In summary, in this research, we systematically design and analyze piezoelectric 
impedance/admittance based active interrogation, synthesize self-powering scheme to increase 
electromechanical coupling of the transducer, formulate effective and robust damage identification 
algorithms utilizing sensor measurement as input. Our results indicate that piezoelectric active 
interrogation is a viable option for damage identification of large-scale infrastructure component, 
and the associated damage identification inverse analysis based on multi-objective optimization 
can pinpoint damage location and quantify severity.  
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Chapter 4: Education Impact and Knowledge Dissemination 
 
Throughout this project, three graduate students are involved at different stages of research. 
Yixin Yao developed sensor modeling as well as ultrasound wave analysis. He gathered industry 
insight on ultrasound based railway track inspection, and incorporated the understanding into the 
project development. He received the M.S. degree in Mechanical Engineering in December 
2020. Ting Wang, a Ph.D. student in Mechanical Engineering, developed piezoelectric energy 
harvesting for enhancing electromechanical coupling by utilizing negative capacitance. Yang 
Zhang, a Ph.D. student in Mechanical Engineering, formulated a series of damage identification 
algorithms. Ting Wang and Yang Zhang jointly developed the experimental testbed for 
piezoelectric admittance based sensory system. The results will be included in their respective 
Ph.D. dissertations. 
 
The research findings have been integrated into several undergraduate- and graduate-level classes 
that the PI has instructed in research years, including ME3220 Mechanical Vibrations, ME 5420 
Advanced Mechanical Vibrations, ME 5210 Intelligent Material Systems and Structures, ME 5895 
Structural Dynamics, and ENGR3195/5300 Industry 4.0. 
 
The research outcome has been summarized into a number of conference and journal publications: 
 Zhang, Y., and Tang, J., “Structural damage identification using multi-objective optimization 

based inverse analysis,” Proceedings of SPIE, Smart Structures / NDE, V11380, 2020. (The 
result was presented in the conference) 

 
 Wang, T., Dupont, J., and Tang, J., “Enhanced passive vibration suppression using self-

powered piezoelectric circuity integration,” Proceedings of SPIE, Smart Structures / NDE, 
V12043, 2022. (The result was presented in the conference) 

 
 Zhang, Y., Zhou, K., and Tang, J., “Structural damage identification using inverse analysis 

through optimization with sparsity,” Proceedings of SPIE, Smart Structures / NDE, V12046, 
2022. (The result was presented in the conference) 

 
 Wang, T., and Tang, J., “Parametric analysis of negative capacitance circuit for enhanced 

vibration suppression through piezoelectric shunt,” Proceedings of the ASME 2022 
International Design Engineering Technical Conferences and Computers and Information in 
Engineering Conference IDETC/CIE2022, DETC2022-90616. (The result was presented in the 
conference) 

 
 Wang, T., Dupont, J., and Tang, J., “On integration of vibration suppression and energy 

harvesting through piezoelectric shunting with negative capacitance,” IEEE/ASME 
Transactions on Mechatronics, submitted. 

 
 Zhang, Y., Zhou, K., Ball, A., and Tang, J., “Reinforcement learning guided multi-objective 

particle swarm optimization for fault identification using electromechanical impedance 
measurements, in preparation to be submitted to Mechanical Systems and Signal Processing. 

 
The research results have also been shared with the community in TIDC annual review meetings. 
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Chapter 5: Conclusions and Recommendations 
The objective of this project is to synthesize novel sensors integrated with physics-informed data 
analytics to facilitate damage identification of infrastructure components. The efforts encompass 
new active sensing mechanisms development and new physics-informed inference algorithms 
formulation. 
 
Our findings are the following: 
 Piezoelectric impedance/admittance measurements can be effectively acquired based on 

simple circuitry design. 
 The impedance/admittance measurements can be acquired in high frequency range which carry 

the damage signature with high precision. 
 The piezoelectric transducer employed in the active interrogation scheme can be concurrently 

utilized for energy harvesting. 
 Upon proper circuitry synthesis, the electromechanical coupling of the piezoelectric transducer 

can be increased with the incorporation of negative capacitance element. 
 The negative capacitance integration can be designed self-sustainable with positive net power 

upon energy harvesting. 
 Using piezoelectric impedance/admittance measurements as input, multi-objective 

optimization algorithms are capable to identifying the location and severity of structural 
damage with high accuracy and robustness. 

With these results, we conclude that the proposed piezoelectric active interrogation can be a viable 
option for the damage identification of large scale infrastructure components. 
 
The design and analysis methodology formulated in this research lays down a foundation for 
engineering implementation. In order to fully unleash the potential of the new technology, we 
envision the following further advancements: 
 The sensor nodes can be made wireless by the integration of wireless communication module. 
 Currently the sensing system is capable of identifying damage location and severity in terms 

of local stiffness reduction. Future investigation may focus on further identifying the type and 
physical mechanism of damage. This can be realized by means of heterogeneous sensing with 
multiple types of sensing mechanisms. 

 Future investigation may also focus on detecting and identifying progressive damage to realize 
damage prognosis. 
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